1 Model description

The epidemiology of COVID-19 in the absence of treatment or vaccination can be described as a multi-compartment susceptible-exposed-infected-recovered-susceptible (MC-SEIRS) model with demography [1]. In such a model, the exposed (E) compartments represent individuals that are infected but who are not yet infectious, and the infectious (I) compartments represent individuals that are both infected and infectious (i.e., can infect susceptibles (S) if a contact occurs) [1]. Notably, by using multiple levels for the E and I compartments along with allowing for differential rates of symptom onset and of detection (described in sections below), the model structure can also capture the possibility of asymptomatic infectiousness as well as infectiousness varying over the course of infection. Figure 1 depicts the generalized structure of the non-age-stratified MC-SEIRS compartmental model (age structure described below). Each of these compartments represents part of the population characterized by their COVID-19 status as a function of time.

Figure 1 includes a number of important processes and for simplicity elides others that are included in the model and that we will describe subsequently. In the figure, we see that people are born into the susceptible compartment S at a rate b. Not shown explicitly, all people face age-specific background mortality rates (µ) from all compartments. People can become infected at a rate λ and enter the exposed compartment E, progressing to becoming infectious I before recovering and entering R. Those who are infected face an excess risk of death from their COVID-19 infections which may be reduced by proper and timely supportive medical care (pD and αDX, respectively). Those who have recovered may lose their immunity at rate ω and return to the susceptible compartment. The figure shows that the exposed and infectious compartments
are stratified by severity level \( l = 1, \ldots, L \) and by whether they have been diagnosed \((DX)\). We ensure realistic distributions of times in \( E \) and \( I \) by using a multi-compartment structure; specifically, we have multiple \( E \) and \( I \) compartments, and rates of progression \((\sigma)\) from \( E \) to \( I \) and \((\gamma)\) from \( I \) to \( R \) that are multiplied by the number of each type of compartments \((J\) and \(K\), respectively) \([1]\).

For epidemics like COVID-19, both age-structure and household-structure are important to consider to appropriately capture its dynamics \([2]\). We next describe how these are incorporated into the model.

We begin with age-structure. Because it is important to model the age-dependent dynamics of COVID-19 contacts, transmission, and case severity, we expanded the MC-SEIRS model to include a realistic age structure (RAS) and heterogeneous, venue-specific age-structured mixing outside of the household (we describe household mixing later). We divided the population into \( N \) age groups where each \( a \)-th age group has its own set of \( S_a, E_{a,l}^j, EDX_{a,l}^j, IDX_{a,l}^k \), and \( R_a \) compartments for \( a = 1, \ldots, N \). The total size of the population at time \( t \) is \( Pop \) which is the sum across compartments, age groups, and all other stratifications noted above. Importantly, we term the components of the model described up until now the “community submodel” (i.e., the non-household components) to differentiate them from the “household submodel” which we describe next.

We provide an initial description of the household submodel and how it interacts with the community submodel. The household submodel acknowledges that people are generally embedded within households. Such embeddings are important to consider particularly because interventions have focused on shelter-in-place where people continue to be exposed to contacts and transmission within their households even as their exposures outside of their households have been reduced.

It is challenging to construct compartmental models that properly embed within-household and community transmission. Approaches for doing this have been described previously for simple SIR models (e.g., \([3]\)). We extend the prior approach in \([3]\), combining it with our community submodel (the RAS MC-SEIRS model) for COVID-19 to produce an overall model of the population.

To describe overall transmission dynamics in the population, we first describe the key elements of the household submodel, then the details of transmission in the RAS MC-SEIRS submodel and how the household submodel’s transmission is integrated into it, and finally provide full details about the household submodel. The key components of the household submodel are: 1) once a given household’s members are all infected and/or recovered, no further transmission occurs within that household (unless immunity wanes or there are births into the household); and 2) if households are not completely isolated from one another

*Note: Background mortality rate \((\mu)\) from all model compartments (not shown)
such that community transmission is still occurring, then the within-household force of infection (related to the household Secondary Attack Rate, e.g., [4]) can drive additional community transmission. This occurs through chains of transmission where one household member infects another and then, either member also transmits to individuals in the community who are outside of the household. Through these key features, the household submodel generates a component of the overall force of infection which we term \( \lambda_{HH} \). The details of this force of infection are provided with the description of the household submodel below in equation (11).

1.1 Community submodel with transmission from household force of infection

The community submodel (the RAS MC-SEIRS model) is described by a system of \([ (2 + 2L(J + K))N \] ordinary differential equations (ODEs):

\[
\begin{align*}
\frac{dS_1}{dt} &= \beta Pop + \omega R_1 - (\lambda_1 + \mu_1) S_1 - \lambda_{HH} Pop_1 \\
\frac{dS_a}{dt} &= \omega R_a - (\lambda_a + \mu_a) S_a - \lambda_{HH} Pop_a \quad \text{for } a = 2, \ldots, N \\
\frac{dE_{1,a}^j}{dt} &= \lambda_a S_a - \left( r_{E_{1,a}^j}^1 + \sigma J + \nu_t^E + \phi_t^E + \mu_a \right) E_{1,a}^j + \lambda_{HH} Pop_a \\
\frac{dE_{j,a}^j}{dt} &= \sigma J E_{j,a}^{j-1} + r_{E_{j,a}^{j-1}} E_{j-1,a}^{j-1} - \left( r_{E_{j,a}^j}^j + \sigma J + \nu_t^E + \phi_t^E + \mu_a \right) E_{j,a}^j \quad \text{for } j = 2, \ldots, J; \ l = 2, \ldots, (L - 1) \\
\frac{dE_{j,a}^{j,L}}{dt} &= \sigma J r_{E_{j,a}^{j-1}} + r_{E_{j,a}^{j,L-1}} E_{j-1,a}^{j,L-1} - \left( \sigma J + \nu_t^E + \phi_t^E + \mu_a \right) E_{j,a}^{j,L} \quad \text{for } j = 2, \ldots, J \\
\frac{dED_{X_{1,a}^i}}{dt} &= \left( \nu_t^E + \phi_t^E \right) E_{1,a}^i - (\sigma J + \mu_a) ED_{X_{1,a}^i} \\
\frac{dED_{X_{j,a}^j}}{dt} &= \left( \nu_t^E + \phi_t^E \right) E_{j,a}^j - (\sigma J + \mu_a) ED_{X_{j,a}^j} \quad \text{for } j = 2, \ldots, J; \ l = 1, \ldots, L \\
\frac{dI_{1,a}^i}{dt} &= \sigma J E_{1,a}^i - \left( r_{I_{1,a}^i}^i + \gamma K + \nu_t^I + \phi_t^I + \mu_a \right) I_{1,a}^i \\
\frac{dI_{k,a}^k}{dt} &= \gamma K I_{k,a}^{k-1} + r_{I_{k,a}^{k-1}} I_{k-1,a}^{k-1} - \left( r_{I_{k,a}^k}^k + \gamma K + \nu_t^I + \phi_t^I + \mu_a \right) I_{k,a}^k \quad \text{for } k = 2, \ldots, K; \ l = 2, \ldots, (L - 1) \\
\frac{dI_{k,a}^{k,L}}{dt} &= \gamma K r_{I_{k,a}^{k-1}} + r_{I_{k,a}^{k-1}} I_{k-1,a}^{k-1} - \left( \gamma K + \nu_t^I + \phi_t^I + \mu_a \right) I_{k,a}^{k,L} \quad \text{for } k = 2, \ldots, K \\
\frac{dI_{X_{1,a}^i}}{dt} &= \left( \nu_t^I + \phi_t^I \right) I_{1,a}^i - (\gamma K + \mu_a) I_{X_{1,a}^i} \\
\frac{dI_{X_{k,a}^k}}{dt} &= \left( \nu_t^I + \phi_t^I \right) I_{k,a}^k - (\gamma K + \mu_a) I_{X_{k,a}^k} \quad \text{for } k = 2, \ldots, K; \ l = 1, \ldots, L \\
\frac{dR_a}{dt} &= \sum_{l=1}^{L} \left[ \left( 1 - p_{l,a}^E \right) \gamma K (I_{X_{l,a}^i})^k + \left( 1 - \alpha_t^{DX_{l,a}^d} \right) \gamma K (I_{X_{l,a}^i}^k) \right] - (\omega + \mu_a) R_a,
\end{align*}
\]

(1)

where \( \beta \) is the birth rate into the youngest age class \( a = 1 \); \( \sigma \) is the rate at which exposed individuals in class \( E_{l,a}^j \) progress to class \( E_{l,a}^{j+1} \) and also from \( ED_{X_{l,a}^j} \) to class \( ED_{X_{l,a}^{j+1}} \) for \( j = 1, \ldots, (J - 1) \) and from the exposed class \( E_{l,a}^j \) to the infected class \( I_{l,a}^j \), and from \( ED_{X_{l,a}^j} \) to \( ID_{X_{l,a}^j} \); \( r_{E_{l,a}^j}^j \) is the rate of developing a more severe infection for individuals moving from \( E_{l,a}^j \) to \( E_{(l+1),a}^j \) for each of the severity
classes \( l = 1, \ldots, (L - 1) \); \( \nu_{E}^{l} \) is the rate of detection due to symptoms from which \( E_{l,a}^{j} \) go to \( EDX_{l,a}^{j} \) for \( j = 1, \ldots, J \); \( \phi_{l}^{E} \) is the rate of detection due to screening from which \( E_{l,a}^{j} \) go to \( EDX_{l,a}^{j} \) for \( j = 1, \ldots, J \); \( \gamma \) is the rate at which infectious individuals in class \( I_{l,a}^{k} \) progress to class \( I_{l,a}^{k+1} \) and also from \( IDX_{l,a}^{k} \) progress to class \( IDX_{l,a}^{k+1} \) for \( k = 1, \ldots, (K - 1) \) and it is also the recovery rate from the infectious classes \( I_{l,a}^{K} \) and \( IDX_{l,a}^{K} \) to the recovered class \( R_{a} \); \( r_{l,a}^{k} \) is the rate of developing a more severe infection for individuals moving from \( I_{l,a}^{k} \) to \( I_{l,a}^{k+1} \) for each of the severity classes \( l = 1, \ldots, (L - 1) \); \( \nu_{E}^{l} \) is the rate of detection due to symptoms from which \( E_{l,a}^{j} \) go to \( IDX_{l,a}^{k} \) for \( k = 1, \ldots, K \); \( \phi_{l}^{I} \) is the rate of detection due to screening from which \( I_{l,a}^{k} \) go to \( IDX_{l,a}^{k} \) for \( k = 1, \ldots, K \); \( p_{l,a}^{k} \) is the proportion of infectious individuals in class \( I_{l,a}^{k} \) that die from COVID-19; \( \alpha_{DX} \) is a reduction in the proportion who die from COVID-19 due to detection and appropriate healthcare in severity class \( l \); \( \omega \) is the rate of waning immunity at which \( R \) goes to \( S \); and \( \mu_{a} \) represents the age-specific background mortality experienced from all compartments and stratifications.

Given its main intended uses, the current model does not include immigration inflows into the population nor does it include population aging. Its equations would require modification to consider such scenarios.

### Table 1: Description of variables, subscripts and superscripts

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subscripts</td>
<td></td>
</tr>
<tr>
<td>( a )</td>
<td>Age group {1, \ldots, N}</td>
</tr>
<tr>
<td>( l )</td>
<td>Severity levels {1, \ldots, L}</td>
</tr>
<tr>
<td>Superscripts</td>
<td></td>
</tr>
<tr>
<td>( j )</td>
<td>Number of exposed compartment {1, \ldots, J}</td>
</tr>
<tr>
<td>( k )</td>
<td>Number of infectious compartment {1, \ldots, K}</td>
</tr>
<tr>
<td>Variables</td>
<td></td>
</tr>
<tr>
<td>( \lambda_{a} )</td>
<td>Force of infection at age group ( a ) overall</td>
</tr>
<tr>
<td>( \lambda_{a,HH} )</td>
<td>Force of infection at age group ( a ) from household transmission</td>
</tr>
<tr>
<td>( S_{a} )</td>
<td>Susceptible in age group ( a )</td>
</tr>
<tr>
<td>( E_{a}^{j} )</td>
<td>( j )-th exposed/infected in age group ( a ); for ( j = 1, \ldots, J )</td>
</tr>
<tr>
<td>( EDX_{l,a}^{j} )</td>
<td>( j )-th detected exposed/infected in age group ( a ); for ( j = 1, \ldots, J ) and ( l = 1, \ldots, L )</td>
</tr>
<tr>
<td>( I_{l,a}^{k} )</td>
<td>( k )-th infectious in age group ( a ); for ( j = 1, \ldots, J ) and ( l = 1, \ldots, L )</td>
</tr>
<tr>
<td>( IDX_{l,a}^{k} )</td>
<td>( k )-th detected infectious in age group ( a ); for ( k = 1, \ldots, K ) and ( l = 1, \ldots, L )</td>
</tr>
<tr>
<td>( R_{a} )</td>
<td>Recovered in age group ( a )</td>
</tr>
</tbody>
</table>

#### 1.1.1 Force of infection

The force of infection (FOI), \( \lambda \), is the key quantity governing the transmission of infection within a given population, defined as the instantaneous per capita rate at which susceptibles acquire infection. FOI reflects both the degree of contact between susceptibles and infectious individuals and the transmissibility of the pathogen per contact. Because contacts can happen in a variety of different venues \( (1, \ldots, V) \) that may be differentially reduced under particular intervention scenarios (e.g., school closures reduce school contacts), we actually construct \( \lambda \) as \( \sum_{v=1}^{V} \lambda^{v} \) for all non-household venues. The model also incorporates a force of infection from household transmission, \( \lambda_{HH} \), which we define separately from the other components of the FOI in the description of the household submodel below in equation (11).

The FOI \( \lambda_{a} \) (for the non-household venues) represents the venue-specific rate of disease transmission from infectious people in all age groups to susceptibles in age group \( a \) [5], and likewise, we define the
age-group specific FOI for household transmission $\lambda_{a,HH}$. Overall, the non-household $\lambda_v^u$ is defined for the COVID-19 RAS MC-SEIRS model from a particular venue $v$ as

$$\lambda_v^u = \sum_{k=1}^{K} \left[ \sum_{a'=1}^{N} \beta_{a'}^k W_{a,a'}^u \left( \sum_{l=1}^{L} \frac{l_{l,a'}}{\text{Pop}} \right) + \sum_{a'=1}^{N} f \beta_{a'}^k W_{a,a'}^u \left( \sum_{l=1}^{L} \frac{I_{l,a'}}{\text{Pop}} \right) \right]; \quad a = 1, \ldots, N, \tag{2}$$

where the transmission rate, $\beta_{a'}^k$, describes the probability that an infected individual of age $a'$ who is $k$ days into his infectious period will infect a susceptible of age $a$ per unit of time and $W_{a,a'}^u$ is the $(a, a')$ entry of the venue-specific Who-Acquired-Infection-From-Whom (WAIWF) matrix, $W^v$, and $f \in [0, 1]$ is a reduction factor in transmission from infectious individuals that are diagnosed (due for example to quarantine and isolation). As shown in equation 2 by the fact that we are summing over infection severity levels $l$ and that we do not have separate $\beta$ parameters by severity level, the current model makes no assumption about severity level-specific differential transmissibility other than the indirect effect that more severe infections are more likely to be diagnosed and hence may transmit less frequently post diagnosis. In fact, the current model assumes that $\beta$ is a single constant value.

Each $W^v$ has $N^2$ elements, representing mixing between each pair of age groups in the model at that venue. The venue-specific FOI in equation (2) for $\lambda_v^u$ is therefore a system of $N$ equations that can be represented in matrix form.

$$\lambda_v^u = \beta W \frac{I}{\text{Pop}} + f \beta W \frac{I \cdot X}{\text{Pop}}$$

$$\begin{bmatrix}
\lambda_1^u \\
\lambda_2^u \\
\vdots \\
\lambda_N^u \\
\end{bmatrix} = \beta \begin{bmatrix}
W_{1,1}^u & W_{1,2}^u & \cdots & W_{1,N}^u \\
W_{2,1}^u & W_{2,2}^u & \cdots & W_{2,N}^u \\
\vdots & \vdots & \ddots & \vdots \\
W_{N,1}^u & W_{N,2}^u & \cdots & W_{N,N}^u \\
\end{bmatrix} \begin{bmatrix}
\sum_{k=1}^{K} I_{k,1}/\text{Pop} \\
\sum_{k=1}^{K} I_{k,2}/\text{Pop} \\
\vdots \\
\sum_{k=1}^{K} I_{k,N}/\text{Pop} \\
\end{bmatrix} + f \beta \begin{bmatrix}
\sum_{k=1}^{K} X_{k,1}/\text{Pop} \\
\sum_{k=1}^{K} X_{k,2}/\text{Pop} \\
\vdots \\
\sum_{k=1}^{K} X_{k,N}/\text{Pop} \\
\end{bmatrix} \begin{bmatrix}
1 \\
0 \\
\vdots \\
0 \\
\end{bmatrix} \tag{3}$$

### 1.2 Household submodel

As with [3], the household submodel tracks the proportion of households whose members are in various disease states of COVID-19’s natural history. For example, of all households in a given population at some time during the simulation, 5% of 3-person households might have 1 member susceptible and 2 members recovered ($HH_{(s=1, r=2)}$). More generally, we denote the proportion of households whose members are in any combination of natural history states (i.e., counts of members in each state which we abbreviate $sc$ for state counts) as $HH_{sc}$ where $1 = \sum_{sc} HH_{sc}$.

The number of distinct proportions ($HH_{sc}$) that represent households with different state counts grows rapidly with both household size ($hhsize$) and with the number of natural history states ($states$). In fact, the equation for the number of household proportions (and hence differential equations) with a fixed household size is:

$$ODEs = \frac{(hhsize + states - 1)!}{hhsize!(states - 1)!} \tag{4}$$

To keep the number of household types, and hence ODEs, manageable, we make a number of simplifying assumptions. First, we assume that all households are the same size as the average household for a given location, rounding the average household size to the nearest whole integer (e.g., $hhsize = 3$ for counties in California and likewise for Mexico City Metropolitan Area, Mexico). Second, we assume that the age composition, distribution of infection severity, and fraction of infections that are detected are the same across...
households; therefore, while the household submodel retains the multi-compartment structure for exposed
$E$ and infectious $I$ states, it does not explicitly stratify by age of household members, nor does it explicitly
differentiate between undetected and detected $(DX)$ infections or severity levels of infection.

The household submodel’s initial state is computed in a manner that corresponds with the community
submodel’s initial state. For a given size of the total population at the start of the community model $Pop_{t=0}$
under the assumption of all households being size $hhsize = hhsize_{avg}$, the number of households is
$N_{households} = Pop_{t=0}/hhsize_{avg}$. If there is one person in the $E_1$ state in the entire population, then the
fraction of households that have an infected member is $1/N_{households}$ and the remainder are households with
all susceptibles: $(N_{households} - 1)/N_{households}$. For other starting conditions (i.e., more than one exposed,
infectious, or recovered individual) this initialization generalizes easily under the assumption (which we
make) that the initial few infections are not correlated within household (i.e., if there are 3 infections they
would be in 3 separate households).

The household submodel’s dynamics include: progression, recovery, waning immunity (which is not
turned on by default), within-household and community-household transmission, births, and deaths. Model-
ing many of these dynamics in the household submodel is somewhat more complicated than in the commu-
nity submodel because the household submodel tracks the fraction of households in a set of discrete states
characterized by counts of members in each natural history state and has multiple exposed and infectious
compartments relevant for progression and recovery.

The intuition of how the household submodel handles progression and recovery is given in the following
set of examples. In a simplified example ignoring the multi-compartment nature of the exposed and infec-
tious states and considering only progression, if there are 4 household members (1 susceptible, 3 exposed,
0 infectious) at a given time, then it is possible that 0, 1, 2, or all 3 of the exposed members will progress to
infectious on a given day. Hence, the possible states that this household could go to include (1 susceptible,
3 exposed, 0 infectious), (1 susceptible, 2 exposed, 1 infectious), (1 susceptible, 1 exposed, 2 infectious),
or (1 susceptible, 0 exposed, 3 infectious). In the example, the frequency of households moving to each
of the states follows a binomial distribution with the probability related to the rate of progression $(\sigma)$. In
a similar example considering multiple exposed and infectious compartments in the MC-SEIRS model, the
binomial distribution’s probability is then related to $\sigma J$; and if there are household members in several of
the multi-compartment exposed states, the general form of these resulting frequencies of household states
follows a convolution of binomial distributions. This is likewise the case for recovery where, in the multi-
compartment model, the frequencies of resulting household states also follow a convolution of binomial
distributions with probability related to $\gamma K$.

In the examples for progression and recovery above for models of counts of household members where
$E$ and/or $I$ are multi-compartment, resulting counts of household members in states follow a convolution
of binomial distributions. The details of this calculation in a general form are given here. Consider $C$
individuals (i.e., the members of a household) each in a Markov chain with states $X_t^c \in \{1, \ldots, M\}$ for
c $\in \{1, \ldots, C\}$. The $M$ states in our case are those in the MC-SEIRS model. The Markov chain has the
following transition probabilities (where for simplicity we have set the probability of flow from $R$ to $S$ equal
to 0):

\begin{align}
P(X_{t+1}^c = X_t^c + 1 \mid X_t^c) &= p, \quad X_t = 1, \ldots, M - 1 \\
P(X_{t+1}^c = X_t^c \mid X_t^c) &= 1 - p, \quad X_t = 1, \ldots, M - 1 \\
P(X_{t+1}^c = X_t^c \mid X_t^c) &= 1, \quad X_t = M
\end{align}

In other words, for all states except the last, with probability $p$, each individual progresses from $X_t$ to
$X_{t+1}$ (e.g., $E_2$ to $E_3$ or from $E_3$ to $I_1$) and with probability $1 - p$ the individual stays in the same state.
Individuals remain with certainty in the last ($M^{th}$) state after progressing to it.
Having considered each individual, we now consider counts of household members. Let $Y^m_t$ be the number of individuals in state $m$ at time $t$. We consider a new Markov chain with state $(Y^1_t, \ldots, Y^M_t)$. The transition probabilities can be calculated as follows. Given a transition from state $(Y^1_t, \ldots, Y^M_t)$ to state $(Y^1_{t+1}, \ldots, Y^M_{t+1})$:

1. For each of the $M-1$ transition arcs in the underlying Markov chain, find the number of individuals transitioning from state $m$ to $m+1$, denoted $\Delta_t(m, m+1)$ for $m < M$.

2. The probability of the transition is then a (convolution of) binomial distribution(s):

$$\prod_{m=1}^{M-1} \left( Y^m_t \Delta_t(m, m+1) \right)^p \Delta_t(m, m+1) (1-p)^{Y^m_t-\Delta_t(m, m+1)}$$

(8)

To find the value of $\Delta_t(m, m+1)$, use the following backwards recursion:

$$\Delta_t(M-1, M) = Y^M_{t+1} - Y^M_t$$

(9)

$$\Delta_t(m-1, m) = Y^m_t + \Delta_t(m, m+1) - Y^m_t$$

(10)

In other words, for each source state (e.g., $E_2$) which at time $t$ might have $h$ household members in it, 0, 1, \ldots, $h$ members may progress to $E_3$ at time $t+1$ with the rest remaining in $E_2$. The counts of progressors are binomial distributed. However, if there are also some household members in $E_3$ at time $t$ then the count of people in $E_3$ at time $t+1$ is more complicated because it depends on the count of the progressors from the first example as well as the count of the non-progressors among those in $E_3$. Hence, we arrive at a convolution of binomial distributions as the general description provided in equation (8) with a simple binomial distribution for cases where there are individuals in one source state and none in the destination state at time $t$. Likewise, waning immunity, though not turned on by default, follows what we have just described for progression and recovery.

There are both within-household and community-household transmission routes in the submodel. Within-household transmission involves infectious household members infecting susceptible household members. Community-household transmission involves infectious individuals in the community (people who are not household members) infecting susceptible household members. Within-household transmission is related to three components: a) the current number of infectious household members; b) the rate of contact between household members; c) the probability of within-household transmission given household contacts ($\tau$). The number of infectious individuals in the household is given directly by the household compartment being considered. The number of daily household contacts is computed from the household mixing matrix for the given jurisdiction that we estimate as described below. Finally, note that because the intensity of household contacts may differ from contacts in the community, the probability of transmission conditional on household contacts differs from the probability of transmission given community contacts ($\beta$) that we described above.

Like the community submodel, the household submodel also includes birth and deaths but in a manner that is more simplified. First, since the household submodel considers proportions of households, it assumes that births equal deaths since we want the sum of the proportions to equal 1 at all times (i.e., the number of households may increase even as the proportions remain the same). Second, the household submodel assumes that the fraction of all deaths that are due to COVID-19 is relatively small and hence exposes households to an average background mortality rate (consistent with the jurisdiction that the community model is representing). Hence, there is an outflow from all household submodel compartments at this death rate proportional to the fraction of all households they represent, which determines an inflow of births that is
spread proportionally across household compartments representing only those with at least one susceptible member (i.e., newly born individuals are assumed to be born susceptible).

The household submodel must make certain approximations because it does not explicitly stratify by age structure nor does it do so by diagnosis status of infectious individuals. This has several implications. The first is that contact rates with household members and also with community members are age-weighted averages of sums of contacts across ages in the corresponding venue-specific WAIFW matrices that are described above yielding $contacts_{HH}$. The second is that the community force of infection in the household submodel comprises age-weighted averages of forces of infection from infectious and detected infectious individuals in the community submodel. The third is that just as $\beta$ is scaled by $f$ in the community submodel for individuals who are infectious and detected, so too $\tau$ is scaled by the same constant for within-household transmission yielding $\tau'$. However for scaling $\tau$ to produce $\tau'$, the fraction of household infectious contacts to which this scaling factor applies is assumed to be the same as the fraction of prevalent infectious individuals who are currently detected in the community submodel.

With this description of the household submodel, we can now define the household force of infection, $\lambda_{HH}$, which connects the dynamics of the household submodel back to the community submodel. $\lambda_{HH}$ depends on the number of within-household contacts between susceptible and infectious members and the probability of transmission given a household contact ($\tau'$). Within each household, we define the rate of new infections:

$$\text{infection}_{HH} = \tau' \cdot contacts_{HH} \cdot \sum_{sc} HH_{sc} \left( \frac{\text{infectious}_{HH,sc} \cdot \text{susceptible}_{HH,sc}}{\text{hhsize}} \right),$$

(11)

which is the weighted average of within-household transmission (higher where there are more infectious and susceptible individuals simultaneously present in the household) where the weight is the fraction of households who have these counts of infectious and susceptible members. The infections generated by household transmission, $\text{infection}_{HH}$, are not age stratified nor are they scaled to the overall population size so we multiply the rate by the size of the population and then spread the new infections flowing from $S_a$ to $E_a$ based upon the proportion of the overall susceptible population in each age group $a$ at time $t$. This produces $\lambda_{a,HH}$ which we include in the community submodel above.

We presented further details of this approach at the 2020 Society for Medical Decision Making Annual Meeting [6].

### 1.2.1 Epidemiologic parameters

The epidemiology of COVID-19 is being elucidated at a rapid rate. Key epidemiological parameters include the latent period (i.e., time spent infected but not yet infectious); the incubation period (i.e., time spent infected but without symptoms); and the infectious period (time spent infectious prior to recovery). Data from [7, 8, 9] suggest that there are periods of time where some individuals are infectious but asymptomatic and also where some individuals are symptomatic but not yet infectious.

We use the Exposed (E) compartments and Infectious (I) compartments to capture the latent and infectious periods, estimating the distribution of their duration based primarily on [8]. Specifically, we obtained the data and code from the publications to regenerate the empirical distribution of outcomes in their sample. Then, we fit gamma distributions for the distribution of durations of the latent and infectious periods respectively (latent shape and rate parameters (9.00, 3.00); infectious shape and rate parameters (2.18, 0.70)). These yield mean durations of latency and infectiousness of 3 days ($1/\sigma$) and 3.12 days ($1/\gamma$) respectively. For the latent period, 95 percent of people have durations between 1.5 and 4.9 days. For the infectious period, 95 percent of people have durations between 0.6 and 7.0 days.
We need to determine the numbers of E and I compartments for our MC-SEIRS model. This is important because the distributions of duration in a compartment are not exponential (what will result if there are only single E and I compartments respectively) but rather to be realistic and consistent with the empirical data by having multiple compartments they will be gamma distributed [1]. The number of compartments for E and for I must be positive integers and should in general be less than or equal to the average duration. We sample from the gamma distribution that is parametrized in terms of number of compartments and average duration from [1], selecting the number of compartments whose distribution is as close to those fit to the data from [8] in the previous step (i.e., we minimize the sum of square errors across the support of the distributions). We find that the best fit is achieved with 3 E compartments and 2 I compartments.

To connect symptoms to our exposed compartments (E) and infectious compartments (I), we use the idea of severity classes \( l \) that index the E and I compartments to denote asymptomatic \( (l = 1) \) and symptomatic \( (l = 2) \) individuals. Similar to how we estimate durations of latency and infectiousness, we estimate the incubation period as a gamma distribution, fitting to the data from [7] (incubation shape and rate parameters (2.97, 0.59)) and also considering [9]. This yields a mean duration of incubation of 3 days with 95 percent of people having durations between 1.0 and 12.0 days. Notably, this implies that the incubation period can differ in duration from that of the latent period. We use the incubation duration to inform the rates of change from lower severity classes to higher severity classes (i.e., rates of transition from being asymptomatic to developing symptoms \( \left(r_{E}^{l}, r_{I}^{l}\right) \)). By examining the cumulative density function for the gamma distribution of incubation duration, we can determine the fraction of people at the beginning of each day since infection who are still asymptomatic and the daily change in the cumulative fraction of people who become symptomatic. These can be used to compute a daily rate of becoming symptomatic from the CDF which is initially accelerating, rising from 0.024 on the first day to 0.106 on the second, 0.186 on the third, 0.248 on the fourth, 0.296 on the fifth, etc..

We note that in the absence of mass population screening or random population screening, it is likely that symptomatic individuals (i.e., those in higher severity classes, \( l = 2 \)) are more likely to be diagnosed and hence diagnosis rates (\( \nu \)) depend on an individual’s symptom status (described in detail in the sections below). While the model also allows for the possibility of diagnosis via active screening (\( \phi \)), generally we set this rate to 0 for the historic periods to which we are calibrating.

We continue to actively review the literature to further update these parameter values as well as their uncertainties.

### 1.2.2 Demographic parameters

To model a given population, the main groups of demographic parameters required include: 1) the total size of the population; 2) the age structure of the population (fraction of the total population in each age group); 3) the crude birth rate; 4) the age-specific background mortality rates (i.e., mortality due to all causes other than COVID-19); and 5) the ingredients to compute adjusted population density (total land area, urban land area, and fraction of total population living in urban areas). All of the above groups of demographic parameters are obtainable from public sources for many national and subnational geographic areas (i.e., counties of the United States or states of Mexico). However, adjusted population density deserves specific attention here because of its role in the model inputs and therefore how we specifically compute it.

For our modeling purposes, we are interested in population density because we wish to reflect the expected intensity of mixing between people (contacts per unit time) with higher density implying more intense mixing (discussed in further detail in the section on contact matrices below). Because of this, we opt for an alternative definition to those typically used for population density. Instead of defining population density as total population divided by the total area of a given jurisdiction or even the total population divided by the total land area (excluding water and other uninhabitable places), we focus on adjusted (weighted) population density.
Adjusted population density depends on the following inputs: land area and the fraction of the population living in urban areas. Land area (as opposed to total area) is important because we want to know how many people there are per unit area in potentially livable places. Fraction urban is important because urban areas typically occupy a small fraction of the total land area but can contain a high fraction of the population leading to very high densities (e.g., New York City has a population density in excess of 50,000 people per mile$^2$). Typically we would then assume that a relatively small number of square miles houses the fraction of the population that is urban multiplied by the total population yielding a high density and that the remaining rural population’s average density is its size divided by the remaining land area. We then either model urban and rural populations separately or else take the average of their densities weighted by the fraction of the population that is urban/rural which will generally be higher than just dividing total population by the land area. To reflect relatively local differences, we try obtain such parameters at the finest geographic level possible which is typically county-level or state-level and likewise model at the finest possible geographic level.

While multiplying total population by percent urban yields the urban population, a challenge of this method for constructing the population-weighted density is knowing how much of the land area is urban land area. It is often possible to obtain lists of cities (e.g., for Brazil or Mexico) or urban and rural census tracts (e.g., for the U.S.) and their populations and land areas along with the state and/or county to which each city (or census tract) pertains. One can then compute the density of the urban population in each of the geographic areas and likewise the rural density by subtracting the urban land area from the total land area and the urban population from the total population. With these, one can then compute a population weighted average based on the relative sizes of the urban and rural populations.

For our applied analyses, we have obtained demographic parameters from publicly available sources: For example, for counties and states in the United States, we use: county population size and age structure from 2018 [10]; state-specific life tables [11]; and county urban/rural status, land area, and population density [12]. Other specific countries on which we are implementing the model have their own sub-national sources. For other countries at a national level we use [13, 14].

### 1.2.3 Estimation of contact matrices

To model potential transmission between subgroups, we use a contact (WAIFW) matrix approach. Entries in our contact matrix are the number of daily sufficient contacts a person in a given age group has with people of each age group in the model. A sufficient contact is defined as one that is close, long, and/or intense enough so that transmission could occur if one of the individuals was infectious and the other susceptible.

A data challenge for many sub-national populations is that there are no contact matrices estimated based on empirical data sampled from them; hence we develop an approximation method based on available data to estimate contact matrices. Specifically, we use publicly available national-level contact matrix estimates [15] along with epidemiological theory on how contact frequency/intensity depends on density in terms of functional form based on studies from several other human and animal diseases [16, 17].

We start with Prem et al.’s estimates of 152 national-level household and non-household contact matrices (total minus household contact matrices), $W^v$, whose structure is defined in (3), we compute average national-level age-weighted (based on population age structure) household and non-household contact rates defined as

$$rate^{v}_{contacts, weighted} = \sum_{a=1}^{N} p_a \left( \sum_{a'=1}^{N} W^v_{a,a'} \right).$$  \hspace{1cm} (12)$$

Each entry in the matrix $W^v$ represents the number of venue-specific contacts per day by a person of age group $a$ with people of age group $a'$. We sum the number of contacts that each age group $a$ has over contacts...
for all the age groups and then compute the weighted average with weights equal to $p_a$, the proportion of the population in age group $a$.

As epidemiological theory suggests that contacts are related to population density, we estimate this relationship using a regression approach. We determine the population density of each country based on its urban population, urban land area, rural population, and rural land area, using these to compute the urban and rural population densities and the population-weighted average density [18]. We then take the natural logarithm of these densities for the regression. We regress the non-household contact rates on the logged population-distribution weighted density, to establish empirical estimates of the concave relationship for non-household contacts and no such relationship for household contacts per theorized relationships as described by Dalziel et al and Hu et al [16, 17].

The results of this regression provide us with two coefficients (the intercept and the slope for the log-density) which enable us to predict expected weighted average contacts for a population with any density. Our method makes use of the slope coefficient for the log-density.

For each of the 152 countries for which we have data, we employ the following procedure to form sub-national non-household contact matrix estimates (e.g., county-specific contact matrix estimates in the U.S. or state-specific contact matrix estimates in Mexico).

First, for each sub-national geography, we determine the population average weighted density which we transform using the natural logarithm. Next, we define a country-specific prediction equation using the slope coefficient from our regression above and determining the intercept based upon passing through the national-level population age-weighted non-household contact rate at the national-level log-density. With this prediction equation and the sub-national logged densities we generate sub-national predicted non-household contact rates. We take the ratio of the sub-national rates to the national rates to produce a regression-predicted density adjustment factor for each sub-national geography.

In addition to these density adjustment factors, in order to produce sub-national non-household contact matrices, we require a representation of the country’s non-household contact matrix that is independent of its population age structure (a homogeneously mixing population whose subgroups are not all of equal size will have more people mixing with the more prevalent subgroups even without any assortative preference). To remove the age structure, we divide each age group’s vector of age-specific contact rates (the $W_{a,a'}^v$s for each $a$ and for all $a'$s) by the proportion of the population in each age group ($p'_a$).

For each sub-national geography, we then multiply the age structure-removed non-household country-level contact matrix by the corresponding sub-national regression-predicted density adjustment factor; and finally, we multiply the population proportions from the sub-national area (its $p'_a$s) by the entries in the matrix to compute a matrix of appropriate contact frequency with the same underlying assortative preferences for between-group contacts in a population of the sub-national area’s age structure.

Since the SC-COSMO model considers several different who mixes with whom matrices for non-household contacts (current venues include school, work, and other), the extension to the method above that we use in practice is that once we have computed the regression-predicted density adjustment factors for each sub-national geography, we apply them separately to each of the venue-specific national non-household contact matrices (after first removing the national population age structure from these matrices). We then apply the sub-national population age structure to all of the resulting matrices. This yields a set of venue-specific sub-national non-household contact matrices that depend on the sub-national geography’s weighted population density and population age structure.

We presented further details of this approach at the 2020 Society for Medical Decision Making Annual Meeting [19].
1.2.4 Excess Mortality and Case Fatality Rates

Excess mortality risk due to COVID-19 infection (the Infection Fatality Rate [IFR]) is difficult to determine with currently available data because both the population at risk (i.e., denominator) and the number of observed COVID-19 deaths are limited to those individuals who are diagnosed with COVID-19. What can be computed directly from these observed quantities is the Case Fatality Rate (CFR) and its extension, the age-specific CFR. However, the CFR and its age-specific versions are likely overestimates of the corresponding IFRs in many situations. The reasons for this are several. First, CFRs do not include undiagnosed COVID-19 infections and deaths. Second, diagnosis without active surveillance selects for more severe cases which are more likely to die. Below we describe our current approach for quantifying deaths from COVID-19.

Furthermore, the overall CFR (or IFR) estimated in one population is also likely to be a biased estimate for other populations if their population age structures – specifically the age structures of COVID-19 cases/infections – differ substantially. This is because the overall CFR (or IFR) is a weighted mean where the weights are proportion of people in each age group at risk. Hence, we prefer the age-specific versions of these quantities, especially when transferring them from one population to another. An additional source of potential bias is that supportive medical care may modify the age-specific probabilities of death from COVID-19, and in some settings (e.g., low resource settings vs. wealthier settings) such differences could also be substantial. While we currently do not have a formal method for correcting for this sort of potential bias, we imagine an approach that incorporates measures/proxies of healthcare system efficacy relevant for conditions like COVID-19 and perhaps differences in mortality for other conditions (e.g., hospitalized pneumonia in general).

Our goal is to generate a set of age-specific COVID-19 mortality rates that are consistent with what has been described in the literature and how it is estimated, consistent with time-series of observed COVID-19 deaths in the jurisdictions we are modeling, and which is robust to potential changes in detection rates. We examine a variety of published sources on IFR and CFR including [20] along with the case series and death series from jurisdictions like counties in California and states in Mexico.

Additionally, aside from the fact that diagnosed individuals may receive supportive medical treatment, we want to ensure that the likelihood of death for any given individual is the same regardless of diagnosis status – that is, that if we randomly tested 10% versus if we randomly tested 20% of the population and examined the fractions of people who are infected with COVID-19 who die under each testing scenario, they should be the same. In reality, in many settings, testing is not done on random samples of the population and very likely is concentrated in individuals with more acute illness, those of certain ages, and other characteristics. For this reason, we allow testing rates to differ by such characteristics and over time. Most importantly for our explanation here, we allow testing (and hence diagnosis) to differ by severity level of illness and within a given severity level assume that death rates would be equal for individuals who are detected or not detected (if effective, supportive medical care were not given).

Currently the model assumes that for people with COVID-19 infections and no symptoms (i.e., severity level 1), the excess risk of death from COVID-19 is 0 (i.e., $CFR_{l=1,a} = 0$). For individuals who have developed symptomatic infections, there is an excess risk of death from COVID-19 ($CFR_{l=2,a} > 0$) which is not currently strongly modified by supportive medical care ($\alpha_{DX}^{l=2} = 1$) and that excess death risks have declined in time as testing and detection rates of somewhat less severe cases within severity level 2 have increased. We therefore calibrate these excess death rates to observed, jurisdiction-specific time-series on COVID-19 deaths.

For settings like the United States, the CDC and other departments of health have published outcomes including case fatality rates for an initial cohort of individuals as well as other information suggesting infection fatality rates, and additional data are increasingly becoming available in the published literature as well as through state reporting. We will continue to gather information to update excess mortality risks as new data become available.
1.2.5 Case detection rate

Just like fatality rates, detection rates are challenging to estimate because we lack an important component of the denominator, the total number of prevalent infections that could be detected if perfectly sensitive and specific testing were applied to all of them. The metrics that are more commonly reported are: 1) the time-series of total tests performed; 2) the time-series of the fraction of people tested who are positive for COVID-19. But the relationship between the commonly reported metrics and the detection rate is likely time-varying and confounded by a number of other factors.

To begin to get a sense of the possible confounding and complexity, one can imagine the process (ignoring age groups) as the following. At a given point in time, people who are infected with COVID-19 have a range of symptoms/severity. All else equal, we would expect people with more severe symptoms to seek testing more frequently. However, we would also expect people with other Influenza-like Illnesses (ILIs) or who may believe they were exposed to COVID-19 to also be more likely to seek testing. For both groups, those who seek testing/care will interact with the healthcare system. At a given point in time, the system has specific criteria for testing (which may or may not be strictly followed) as well as a supply constraint on the number of tests they can perform. So the number of potentially true and false positive individuals who are tested depends on these factors and hence the case detection rate is likely time-varying and challenging to determine.

We have a separate document describing our approach to putting bounds on the detection rate based upon logical constraints and available data on the testing capacity time-series and other modeling which was presented at the 2020 Society for Medical Decision Making Annual Meeting [21].

Currently, we use our bounding approach for counties in the State of California, to establish ranges of the case detection fractions which are time varying. Then, when we calibrate our model, we calibrate detection rates that are within these ranges and consistent with the data targets to which we are calibrating. In order to conduct this type of calibration, we transform cumulative detection fractions from the bounding approach into daily detection rates using a simple exponential transformation:

$$DR_{a,t} = -\gamma \ln(1 - \text{CumulativeDetection}_{a,t})$$  \hspace{1cm} (13)

since the model uses daily detection rates as its input and needs bounds on this input for calibration. While the transformation does not incorporate competing risks (e.g., background mortality), we verify that it produces cumulative detection fractions in the model simulations that are very close to the input values for each scenario (the ratios of prevalent detected infections [cases] to total prevalent cases lagged by the average delay in detection for each simulated day).

1.2.6 Risk of hospitalization and conditional risk of requiring ICU given hospitalization

Risks of hospitalization depend on setting. For example, Verity et al. 2020 [20] report risks of hospitalization conditional on infection for COVID-19 patients in China which can differ from those in Mexico or in the United States. Because of this, for specific geographic areas/populations whose healthcare system characteristics may differ, we try to incorporate local data whenever they are available and of sufficiently high quality. It is possible with the hospitalization module described below to calibrate these (potentially time-varying) probabilities based on time-series of model predicted incident detected COVID-19 cases and observed time-series of hospitalized prevalence (e.g., daily COVID-19 bed census).

For detected COVID-19 positive individuals who are hospitalized, some fraction will ultimately have more severe illness than others. Depending on illness severity, hospitalized patients have a risk of being placed in the intensive care unit (ICU). Depending on severity and ICU status, patients have different length of stay distributions. Hospitalized COVID-19 prevalence at any given point in time is therefore determined by the number of incident cases entering the hospital each day prior to this point in time and the fraction of
those people remaining in the hospital for a sufficient length of time such that they have not yet exited (i.e., leaving due to death or discharge):

\[
Hosp(T) = \sum_a \left( \sum_{t \leq T} IncDX_{a,t} \times pHosp_{a,t} \left( \sum_{s,i} prop_{a,s,i} \left( 1 - CDF_{a,s,i}(T - t) \right) \right) \right)
\]

where \( T \) is the date for which we are interested in knowing the census of hospitalized COVID-19 patients \((Hosp); t \) is a date that happens on or before \( T \); \( a \) is an age group; \( IncDX_{a,t} \) is the number of individuals with incident diagnoses of COVID-19 for each age group on each date; \( pHosp_{a,t} \) is the probability of hospitalization among individuals with diagnosed COVID-19 of a given age group diagnosed on a given date; \( s \) indexes more or less severe hospitalized illness; \( i \) indexes ICU and non-ICU treatment; \( prop_{a,s,i} \) is the proportion of hospitalized COVID-19 patients of a given age group whose illness is more or less severe and who are or are not treated in the ICU; and \( CDF_{a,s,i} \) is the cumulative density function of length of stay in the hospital for COVID-19 admitted patients conditional on age group, severity, and ICU status for which we use gamma distributions. It is also possible to extend this approach to have length of stay distributions or other quantities depend on the date at which hospitalization occurs.

From above, \( IncDX_{a,t} \) is clearly specific to particular geographic areas. Likewise, the probabilities of hospitalization, the severity and ICU mixture of hospitalized patients, and the length of stays for each patient group likely vary with local geography. Reports on severity, ICU and length of stay include studies by Guan et al. 2020 and Lewnard et al. 2020 among others [22, 23]. In brief, Guan et al. report the number of hospitalized patients within each of their age categories who are severe or non-severe. From these and similar sources, we are able to compute quantities like: the age-specific probability a hospitalized patient was severe; the probability of requiring ICU care conditional on severity (which does not appear to be strongly conditional on age once severity is taken into consideration); and length of stay distributions overall by age as well as distributions of additional time spent in the ICU. These quantities can inform the parameters in the model above (e.g., length of stay estimates inform the CDFs; conditional probabilities of severity inform the proportions facing different lengths of stay; etc.) when direct jurisdiction-specific quantities are unavailable. The likelihood of hospitalization conditional on detection is observed in some data sets (e.g., states of Mexico) but must be calibrated (e.g., counties in California).

### 1.2.7 Interventions to reduce transmission

The model currently includes non-pharmaceutical interventions (NPIs) which represent various forms of social distancing and masking (i.e., they act to reduce contacts and/or the probability of transmission given contacts). The size of the intervention’s effect can vary across age group. Interventions have start and end times. Time-varying intervention effects can therefore be constructed by defining a series of interventions whose start and end times bookend one another and whose effect sizes can be different from one another. For example, an intervention may have a strong effect at the time when shelter-in-place orders were implemented but over time with re-openings its effect may attenuate somewhat depending on continuing compliance with mask orders.

In general, modeled interventions can reduce effective contacts differentially by venue. The intervention has no effect on within-home contacts between household members. The intervention reduces contacts at work and other venues proxying a variety of changes: e.g., greater distances and masking in outdoor locations like parks, more work-from-home, business conducted outside, masking, and limits on the percentage capacity at which in-person businesses are allowed to operate. Modeled interventions have two variants with respect to school contacts. The intervention can be accompanied by school closures in which case there are no school contacts or else it can allow return to school with some level of resumed contacts relative to pre-COVID school contact levels.
Another category of intervention effect is how well isolation of detected cases can occur. As noted above, the model allows for a parameter that reduces contact/transmission for detected infectious individuals.

A final intervention category includes vaccines, of which a number of candidates are currently in phase 3 trials but none have been approved to date. Current implementation work is extending the model’s capability to include vaccination. This implementation work includes a vaccinated compartment in the model, creating realistic timing and targeting of vaccination coverage scale-up, allowing for partial effectiveness and potentially waning vaccine immunity which may differ from naturally acquired immunity, and incorporating vaccination effects within the household submodel.

Parameterization of the NPI interventions is challenging because there are currently no direct measures on the effect of interventions on effective contact frequencies, duration, or intensity. A variety of sources are attempting to measure parts or proxies of this. The simplest are surveys of people asking them about how they have changed a variety of their activities, how much time they spend in their homes, and for what reasons they go out. Simple indirect measures include quantities like the amount of air population measured by area which shows declines in commuter traffic and other production that yields emissions but does not show which types of trips are being curtailed. More sophisticated measures focus on contacts (e.g., the collocation of cellphones based on triangulation from towers or the location information of devices running various apps or the temporal proximity of credit card purchases by different purchasers at the same store) or on mobility with or without collocation (e.g., the fraction of time that someone’s device is not in the location it is during typical sleeping hours or the number of devices on public transport, or how far devices travel away from home). Average changes in these measures compared to pre-COVID levels either by individual or by geography all form estimates of components of reductions in contacts sufficient to transmit COVID. For many of these measures, at least in California counties, there are average reductions of 10-70 percent or more which differ by county. What has not been reported to date are measures of individual (or small area) variance of such reductions within county, which are likely important for considering potential transmission among subgroups who must go out of their home (e.g., essential services providers) or who do not comply and then secondary transmission from these groups. Furthermore, when people are mobile or collocate it is not clear from these measures whether they are taking more or less precautions such as masking.

We currently use a composite approach to determine the timing and effect size of interventions by geographic location. This involves extracting needed information from mobility data and model calibration (described below). Currently we use multi-location mobility time-series data from sources like Google Mobility Trends and FourSquare to determine when, after NPIs were first implemented, these time-series change. For example, directly after NPI implementation when lock-downs were often in effect, the amount of travel to work locations dropped dramatically but that effect attenuated over the next month or so and then with re-openings and second viral waves may have fluctuated. By analyzing location-specific mobility time-series we determine when there are change-points for the modeled intervention intensity in a given geographic location. However, because changes in mobility patterns do not necessarily correspond to the full range of changes in contacts nor to how people may increase mask use for the same number of contacts, we use model calibration to incidence data to inform the effect sizes for each segment of the time-varying, geography-specific intervention effects. Additionally, we use and have recently made open source and public a dataset containing county-specific information on public health orders, categorized by the type of activity(s) they pertain to and the level of strictness [24].

2 Calibration

A challenge for many mathematical simulation models is that they may require input values that are unobserved or unobservable due to financial, practical, or ethical reasons. In such situations, model calibration can be used to infer these values. Specifically, calibration is the process of estimating values for unknown
or uncertain parameters of a mathematical model by matching its outputs to observed clinical or epidemiological data (known as calibration targets). The general goal of calibration is to identify set(s) of parameter values that maximize the fit between model outputs and the calibration targets.[25, 26]

For the SC-COSMO model, calibration is required for a number of parameters that are not directly observed. These include the community transmission rates \((\beta_k^C)\), the household transmission rate \((\tau)\), the time-varying case detection rates \((\nu_j^{E\ell} \text{ and } \nu_j^{I\ell})\), and the time-varying, venue-specific effects of interventions on community transmission rates \((\kappa_v^T)\). Generally priors on parameters are defined based on existing knowledge about their values [27]. As there is substantial uncertainty in these input parameters, we employ uniform prior distributions for each. The prior distributions are uncorrelated, and they are relatively wide to reflect the underlying uncertainty. The prior ranges are defined for particular settings (i.e., the prior ranges for counties in California may differ from those used for the states of Mexico).

Calibration targets are formed by time-series of incident detected case counts both prior to and after the implementation of NPIs. As the targets are counts, we construct a likelihood function by assuming that the calibration targets \((y_{i,t})\) are Negative Binomial distributed

\[
y_{i,t} \sim \text{NegBin}(\mu_{i,t}, \text{size}_i)
\]

where \(\mu_{i,t}\) is the model-predicted output for each type of target \(i\) (e.g., case count) at each time \(t\) and \(\text{size}_i\) is the dispersion parameter such that

\[
\text{prob}_{i,t} = \frac{\text{size}_i}{\text{size}_i | \mu_{i,t}}
\]

\[
\text{variance}_{i,t} = \mu_{i,t} + \left(\frac{\mu_{i,t}^2}{\text{size}_i}\right)
\]

per alternative parameterizations of the distribution.

We use two main algorithms to find set(s) of input parameters that cause the model’s outputs to match the calibration targets. The first is the incremental mixture importance sampling (IMIS) algorithm [28, 29], which has been previously used to calibrate deterministic health policy models [30, 31, 32]. An advantage of IMIS over other Monte Carlo methods, such as Markov chain Monte Carlo, is that with IMIS the evaluation of the likelihood for different sampled parameter sets can be parallelized, which makes its implementation especially suitable for an high-performance computing (HPC) environment such as the ones used for SC-COSMO calibration. The second is the Nelder-Mead (NM) algorithm [33]. This directed search approach is efficient at identifying critical points with complex models because it is gradient-free and guarantees convergence to locally optimal solutions. To identify multiple sets of parameters that are consistent with the calibration targets, we start the NM-based calibration from multiple random starting locations within our prior space. For both algorithms, when we are only interested in identifying a single, best-fit parameter set without running the sampling algorithm, we adopt a Laplace approximation where we compute the posterior mode often called the maximum a posteriori (MAP) estimate, by maximizing the logarithm of the posterior, and use the MAP estimate (instead of the mean) as an approximation of the parameter set \(\theta\). The inverse of the negative Hessian of the logarithm of the posterior can be used to measure the uncertainty of this approximation.[34, 35, 36, 37, 38] In the case of the SC-COSMO model, we use not only the mean and hence use the calibrated posterior parameter distributions for projections and analyses of scenarios.

3 Outcomes of interest

All the compartments in our models are variables that depend on time, \(t\); however, we omit this index to simplify the notation. We also omit the index, \(l\), referring to severity levels of exposed and infectious compartments as well as diagnosed exposed and infectious compartments.
3.1 Demographic outcomes

3.1.1 Population

The age-group-specific population, $Pop_a$, is given by

$$Pop_a = S_a + \sum_{j=1}^{J} E_J^a + \sum_{j=1}^{J} EDX_J^a + \sum_{k=1}^{K} I_k^a + \sum_{k=1}^{K} IDX_k^a + R_a,$$

(17)

and the total population across all age groups is given by

$$Pop = \sum_{a=1}^{N} Pop_a.$$

(18)

3.2 Epidemiological outcomes

3.2.1 Cumulative infectious individuals

The age-group-specific cumulative numbers of infectious individuals, $CI_a$, are given by

$$CI_a = T \int_0^T \sigma J \left( E_J^a + EDX_J^a \right) dt,$$

(19)

and the total cumulative numbers of infectious individuals across all age groups is given by

$$CI = \int_0^T \sigma J \left( \sum_{a=1}^{N} \left( E_J^a + EDX_J^a \right) \right) dt,$$

(20)

where $T$ is the analytic horizon.

3.2.2 Infectious individuals

The age-group-specific total numbers of infectious individuals at any time $t$, $TotI_a$, are given by

$$TotI_a = \sum_{k=1}^{K} \left( I_k^a + IDX_k^a \right),$$

(21)

and the total number of infectious individuals across all age groups is given by

$$TotI = \sum_{a=1}^{N} TotI_a.$$

(22)

3.2.3 Incident infectious individuals

The age-group-specific incident numbers of infectious individuals, $IncI_a$, are given by

$$IncI_a = \sigma J \left( E_J^a + EDX_J^a \right),$$

(23)

and the total incident infections across all age groups is given by

$$IncI = \sum_{a=1}^{N} IncI_a.$$

(24)
3.2.4 Cumulative diagnosed infections (regardless of infectiousness)

The age-group-specific cumulative diagnosed infections, $CIDX_a$, are given by

$$ CIDX_a = \int_0^T \left( \sum_{j=1}^J \left( \left( \nu_j + \phi_j \right) E_a^j \right) + \sum_{k=1}^K \left( \left( \nu_k + \phi_k \right) I_a^k \right) \right) dt, $$ \hspace{1cm} (25)

and the total cumulative diagnosed infections across all age groups is given by

$$ CDX = \int_0^T \sum_{a=1}^N \left( \sum_{j=1}^J \left( \left( \nu_j + \phi_j \right) E_a^j \right) + \sum_{k=1}^K \left( \left( \nu_k + \phi_k \right) I_a^k \right) \right) dt, $$ \hspace{1cm} (26)

where $T$ is the analytic horizon.

3.2.5 Diagnosed Infections (regardless of infectiousness)

The age-group-specific total numbers of diagnosed infections at any time $t$, $DX_a$, are given by

$$ DX_a = \sum_{j=1}^J EDX_a^j + \sum_{k=1}^K IDX_a^k, $$ \hspace{1cm} (27)

and the total diagnosed infections across all age groups is given by

$$ DX = \sum_{a=1}^N DX_a. $$ \hspace{1cm} (28)

3.2.6 Incident diagnosed infections (regardless of infectiousness)

The age-group-specific numbers of incident diagnosed infections, $IncDX_a$, are given by

$$ IncDX_a = \left( \sum_{j=1}^J \left( \left( \nu_j + \phi_j \right) E_a^j \right) + \sum_{k=1}^K \left( \left( \nu_k + \phi_k \right) I_a^k \right) \right), $$ \hspace{1cm} (29)

and the total incident diagnosed infections across all age groups is given by

$$ IncIDX = \sum_{a=1}^N IncIDX_a. $$ \hspace{1cm} (30)

3.2.7 Total COVID-19 deaths

The age-group-specific total COVID-19 deaths, $TotDCOVID_a$, are given by

$$ TotDCOVID_a = \int_0^T \left( p^d_\gamma K \left( I^K_{l,a} \right) \right) dt, $$ \hspace{1cm} (31)

and the total cumulative COVID-19 deaths across all age groups is given by

$$ TotDCOVID = \int_0^T \sum_{a=1}^N \left( p^d_\gamma K \left( I^K_{l,a} \right) \right) dt, $$ \hspace{1cm} (32)

where $T$ is the analytic horizon.
3.2.8 Known COVID-19 deaths

The known cumulative COVID-19 deaths are those observed from diagnosed infected cases only. The age-group-specific known COVID-19 deaths, $KnownDCOVID_a$, are given by

$$KnownDCOVID_a = \int_0^T \alpha_i^d X_i^d p_i^d \gamma K (IDX_{i,a}^K) dt,$$

and the total known COVID-19 deaths across all age groups is given by

$$KnownDCOVID = \int_0^T \sum_{a=1}^N \alpha_i^d X_i^d p_i^d \gamma K (IDX_{i,a}^K) dt,$$

where $T$ is the analytic horizon.
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